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Results & Conclusion

● Evaluation done by psychologists suggest that 
responses from our system are
(i) aligned (with appraisal definitions) and
(ii) empathic, compared to various baselines

Introduction
● Language is a powerful means for us to regulate each 

othersʼ emotions
● Psychology theories suggest that: how we judge a 

situation (*cognitive appraisal*) ➡ diverse emotions

Can we use LLMs to achieve better emotional 
well-being through offering reappraisals?
⇨ Such an approach would be more targeted and precise

● From a recent meta-analysis (Yeo & Ong, 2024), we 
identified a set of 24 appraisals, and created prompts, 
e.g., “To what extent did the narrator think that THEY 
were responsible for causing the situation?”

● We then evaluated the accuracy of various LLMs in 
identifying these appraisals. (Zhan, Ong, & Li, 2023)
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● Next, we designed a system to guide LLMs to offer 
targeted reappraisals along six appraisal dimensions 
chosen to maximize coverage

With a little (expert) guidance/training, LLMs can 
generate targeted reappraisals that are both 
“aligned” and empathic.
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