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Approach: SPRI (Situated-PRInciples)

Experiments & Results

Motivation

Can we tailor the principles

to each individual query, 

whilst minimizing the human 

efforts needed for annotations?

Constitutional AI works great for 

aligning LLMs, but its principles 

can be too generic to interpret in 

a given context 

Such an approach would 

be more context- and 

instance-specific

Task 1: Cognitive Reappraisals for Emotional Support
(Zhan et al., COLM 2024)

               

               

              

               

              

   

                 
                    

                   
                  

                           
                       

                            

                   
                 

                   

        

   

  

           
                 
           

        

            

                          

                      

                        

                            

                             

                       

                         

                  

                          

                             

                       

                     

                    

     
          

                    
                      
                       

       

                            
                       

                          

                  
                    

           

        

   

  

           
                  

        

        

            

                         

                            

                       

                         

                             

                            

                            

                         

                        

                            

                      

                           

                           

                            

                            

         

              

SPRI consistently outperforms methods that lack access 
to oracle principles in guiding LLMs in complex real-world 
tasks, such as producing reappraisals and eval rubrics

Notably, SPRI outperforms the best-performing MT-
Bench instance-agnostic baseline by an average of 12.1%

→ leads to 

substantial gains on 

TruthfulQA

→maintains 

performance on other 

benchmarks (see the 

paper for full details)
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Results: Alignment to Reappraisal Standards

vanilla self-refine SPRI oracle principles
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Results: Pearson’s correlation to ground truth labels

vanilla self-refine MT-Bench rubric

FLASK rubric SPRI oracle rubrics

Task 3: Using SPRI to 
Generate Large-
scale Synthetic 

Alignment Data For 
SFT

Conclusion
SPRI:

1) matches expert-level

performance in highly 

specialized tasks;

2) enhances alignment 

with human judgment;

3) improves synthetic 

data generation for 

model fine-tuning.

Task 2: Instance-Specific Rubrics for LLM-as-a-Judge
(Kim et al., NAACL 2025)
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