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Motivation

Constitutional AI works great for aligning LLMs, but its principles can be too 

generic to interpret in a given context 
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Can we tailor the principles to 

each individual query, whilst 

minimizing the human efforts 

needed for annotations?



Introducing: Situated-PRInciples (SPRI)
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My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate initial 
principlesUser Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle, and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Does the response 
align well with the 

principles?

Base LLM

YES

NO

Refine the 
response based on 

feedback

Base LLM

Critic Model

… it’s essential to work 

closely with your doctor to 

develop a personalized 

plan. Share your medical 

history, lifestyle, and risk 

factors with your doctor to 

create a tailored strategy. 

Focus on modifiable risk 

factors like high blood 

pressure, high cholesterol, 

smoking, and physical 

inactivity. Make lifestyle 

changes such as increasing 

physical activity, eating a 

balanced diet, and quitting 

smoking …

Final Response



Evaluation of SPRI: Task 1
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Producing

Cognitive Reappraisals
(Zhan et al., COLM 2024)

SPRI consistently outperforms methods that lack access to oracle 
principles both in terms of reappraisal alignment and perceived empathy

Zhan, H., et al. (2024). Large Language Models Are Capable of Offering Cognitive Reappraisal, if Guided. In Proceedings of the 1st Conference on Language Modeling (COLM).



Evaluation of SPRI: Task 2
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Generating

Instance-Specific Rubrics 

for LLM-as-a-Judge
(Kim et al., NAACL 2025)

Notably, SPRI outperforms the best-
performing MT-Bench instance-

agnostic baseline by an average of 
12.1%

Kim, S., et al. (2025) The Biggen Bench: A Principled Benchmark For Fine-grained Evaluation of Language Models With Language Models. In Proceedings of NAACL 2025.



Evaluation of SPRI: Task 3
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Generating synthetic data with SPRI proves effective for fine-tuning base LLMs, 
resulting in substantial improvement on TruthfulQA (Lin et al., 2022), whilst

maintaining performance on other benchmarks (see the paper for details)

Using SPRI to generate large-scale synthetic alignment data for SFT



Thank you!

7


	Slide 1: SPRI: Aligning Large Language Models with Context-Situated Principles
	Slide 2: Motivation
	Slide 3: Introducing: Situated-PRInciples (SPRI)
	Slide 4: Evaluation of SPRI: Task 1
	Slide 5: Evaluation of SPRI: Task 2
	Slide 6: Evaluation of SPRI: Task 3
	Slide 7: Thank you!

