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Hongli Zhan, Tiberiu Sosea, Cornelia Caragea, Junyi Jessy Li

In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing (EMNLP 2022)
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How capable are language models of a deeper emotion 
understanding?



Part 1 (b)
Evaluating Subjective Cognitive Appraisals of 

Emotions from Large Language Models

7

Hongli Zhan, Desmond C. Ong, Junyi Jessy Li

In Findings of the Association for Computational Linguistics: EMNLP 2023
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We then evaluated the accuracy of various LLMs in identifying these appraisals
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We then evaluated the accuracy of various LLMs in identifying these appraisals
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⇨Can we leverage this emotion understanding capability 
of LLMs to do good to humans?
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Part 2 (a)
Large Language Models are Capable of 

Offering Cognitive Reappraisal, if Guided

13

Hongli Zhan, Allen Zheng, Yoon Kyung Lee, Jina Suh, Junyi Jessy Li, Desmond Ong

In Proceedings of the First Conference on Language Modeling (COLM 2024)
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Can we use LLMs to achieve better emotional well-being through offering reappraisals?

⇨ Such an approach would be more targeted and precise

Zhan, Zheng, Lee, Suh, Li, Ong (COLM 2024)
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⇨ Is it possible to automate the guiding process with as little 
human supervision as possible?



Part 2 (b)
SPRI: Aligning Large Language Models with 

Context-Situated Principles

21

Hongli Zhan, Muneeza Azmat, Raya Horesh, Junyi Jessy Li, Mikhail Yurochkin

Work started and partially done during Hongli’s internship at IBM Research



Motivation

•

•

22

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Motivation

•

•

22

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Motivation

In the context of providing cognitive 

reappraisals for emotional support to 

users in distress:

•

•

22

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Motivation

In the context of providing cognitive 

reappraisals for emotional support to 

users in distress:

•

•

22

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Motivation

In the context of providing cognitive 

reappraisals for emotional support to 

users in distress:

• Generic principles are often insufficient to 

capture the complexities of the use-case

•

22

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Motivation

In the context of providing cognitive 

reappraisals for emotional support to 

users in distress:

• Generic principles are often insufficient to 

capture the complexities of the use-case

•

22

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Motivation

In the context of providing cognitive 

reappraisals for emotional support to 

users in distress:

• Generic principles are often insufficient to 

capture the complexities of the use-case

• Expert-written guidance takes too much 

time

22

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Motivation

In the context of providing cognitive 

reappraisals for emotional support to 

users in distress:

• Generic principles are often insufficient to 

capture the complexities of the use-case

• Expert-written guidance takes too much 

time

22

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)

Can we build a framework that 

tailors the guidance to each 

individual query, whilst minimizing 

the human efforts needed for 

annotations?



Motivation

In the context of providing cognitive 

reappraisals for emotional support to 

users in distress:

• Generic principles are often insufficient to 

capture the complexities of the use-case

• Expert-written guidance takes too much 

time

22

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)

Can we build a framework that 

tailors the guidance to each 

individual query, whilst minimizing 

the human efforts needed for 

annotations?



Introducing: Situated-PRInciples (SPRI)

23

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

User Input

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

User Input

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

User Input

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Base LLM

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Base LLM

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Base LLM

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

NO

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Base LLM

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Base LLM

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Does the response 

align well with the 
principles?

Base LLM

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Does the response 

align well with the 
principles?

Base LLM

NO

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Does the response 

align well with the 
principles?

Base LLM

NO

Refine the 
response based on 

feedback

Base LLM

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Does the response 

align well with the 
principles?

Base LLM

NO

Refine the 
response based on 

feedback

Base LLM

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Does the response 

align well with the 
principles?

Base LLM

YES

NO

Refine the 
response based on 

feedback

Base LLM

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Does the response 

align well with the 
principles?

Base LLM

YES

NO

Refine the 
response based on 

feedback

Base LLM

Critic Model

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Introducing: Situated-PRInciples (SPRI)

23

My doctor told 

me that I'm at 

high risk for 

heart disease. 

What should I 

do?

Generate 
initial 

principles
User Input

Seed (Instruction, 
Principle) Examples

Stage 1: Generate a set of 
principles to guide the 

response to the user’s input

Are the principles 
useful enough to 

guide the response?

Base LLM

YES

NO

Refine the 
principles based 

on feedback

Base LLM

Critic Model

… prioritize personalized 

guidance over generic 

advice, considering the 

individual’s unique medical 

history, lifestyle,  and risk 

factors. Emphasize the 

importance of consulting 

with a healthcare 

professional to develop a 

tailored plan. Additionally, 

provide evidence-based 

information on heart 

disease prevention …

Final
Principles

Generate an initial 
response that adheres 
to the principles from 

Stage 1

Stage 2: Generate a response
to the user’s input by 

adhering to the principles

Does the response 

align well with the 
principles?

Base LLM

YES

NO

Refine the 
response based on 

feedback

Base LLM

Critic Model

… it’s essential to work 

closely with your doctor to 

develop a personalized 

plan. Share your medical 

history, lifestyle, and risk 

factors with your doctor to 

create a tailored strategy. 

Focus on modifiable risk 

factors like high blood 

pressure, high cholesterol, 

smoking, and physical 

inactivity. Make lifestyle 

changes such as increasing 

physical activity, eating a 

balanced diet, and quitting 

smoking …

Final Response

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Evaluation Setup

24

•

•

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Evaluation Setup

24

we provide SPRI with a single oracle (expert-written) reappraisal constitution as the 

seed example in the initial principle-generation stage.

•

•

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Evaluation Setup

24

we provide SPRI with a single oracle (expert-written) reappraisal constitution as the 

seed example in the initial principle-generation stage.

• Evaluation Data: 30 Reddit posts from (Zhan et al., COLM 2024)

•

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Evaluation Setup

24

we provide SPRI with a single oracle (expert-written) reappraisal constitution as the 

seed example in the initial principle-generation stage.

• Evaluation Data: 30 Reddit posts from (Zhan et al., COLM 2024)

We carry out automatic evaluation on all reappraisal responses elicited using GPT-4-

0613

•

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)



Evaluation Setup

24

we provide SPRI with a single oracle (expert-written) reappraisal constitution as the 

seed example in the initial principle-generation stage.

• Evaluation Data: 30 Reddit posts from (Zhan et al., COLM 2024)

We carry out automatic evaluation on all reappraisal responses elicited using GPT-4-

0613

• Which showed strong correlation with evaluation results conducted by professional 

psychologists in Zhan et al. (COLM 2024)

Zhan, Azmat, Horesh, Li, Yurochkin (Under Submission)
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SPRI consistently outperforms methods that lack access to oracle principles both 

in terms of reappraisal alignment and perceived empathy, even though it only utilizes a 

single seed principle.
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What next?



Part 2 (c)
Next Step: Evaluating Reasoning Models’ 

Capability on Emotion Tasks

29



Motivation

30

Sprague et al., ICLR 2025

CoT gives strong 

performance benefits

primarily on tasks 

involving math or logic, 

with much smaller 

gains on other types of 

tasks that involve non-

symbolic reasoning
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31

Specifically, how does CoT compare to direct prompting in tasks such as emotion 

detection, appraisal identification, and generating cognitive reappraisals?

• Unlike mathematical reasoning or code-based tasks that have clear, objective answers, such 

emotion-related tasks are often subject to nuanced and interpretive judgment
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• Evaluation: Spearman’s correlation against human annotations

Task 3. Reappraisal

• Dataset: 1000 Reddit posts sourced from various domains

• Task setup: zero-shot generating reappraisal responses to Reddit posts

• Evaluation: GPT-4 evaluation for reappraisal responses
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Models and Methods

1. Reasoning models

○ o1, o3-mini, QwQ-32B, DeepSeek-R1-Distill-Qwen-32B

2. Vanilla models

○ gpt-4o, Qwen2.5-32B-Instruct, Llama-3.3-70B-Instruct

3. Vanilla models + CoT (Let’s think step by step)

○ gpt-4o-[CoT], Qwen2.5-32B-Instruct-[CoT], Llama-3.3-70B-Instruct-[CoT]
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Deciphering Emotions from Text

● EMNLP 2022

● EMNLP 2023 Findings
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4
Conclusion

● Summary of Proposed Work

● Timeline
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Unveiling Advanced Psychological 

Capabilities from LLMs:

A Case of Targeted Reappraisal

● COLM 2024

● SPRI (under review)

● Next Step: Evaluating Reasoning Models’ 

Capability on Emotion Tasks

Empowering LLM-Chatbots with 

More Empathy

● Next Step: Surgically Making LLMs 

More Empathic in Multi-turn 

Conversations
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In another of our ongoing project, we see that…

When generating responses that express empathy, humans tend to employ a much 

diverse range of tactics in the responses
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Research Questions

Can we improve the ability of LLMs to produce empathic responses mid-

conversation, and make them more human-like?
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• Each Assistant’s message receives a self-reported perceived Empathy rating (from 1 to 5) from the user

• We use GPT-4o to filter out conversations that require Empathy (based on the first turn’s user message and 

the user’s description of the conversation)

• After filtering, we are left with 211 conversations, with an average turn of 4.8 (SD=3.0)
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Example Conversation: Turn 1

43

I had two deaths in the family recently. 

My family is healing, and so am I. My 
Mom is now going through a few health 

issues, and while I believe I'm handling 

it well, I also know that I'm not. I need 
some advice navigating this.

Sorry to hear about the losses in your family, and that your Mom is going through health 
issues. It's understandable that you're feeling overwhelmed and unsure of how to navigate 
this difficult time. Here are some suggestions that may help:

1. Allow yourself to feel your emotions: It's important to acknowledge and validate your 
feelings, even if they're uncomfortable or difficult to process. It's okay to feel sad, angry, 

frustrated, or scared. Don't try to suppress your emotions or put on a brave face if you're not 
feeling up to it.
2. Take care of yourself: Make sure you're getting enough rest, eating well, and engaging in 

activities that bring you comfort and relaxation. It's easy to put your own needs on the back 
burner when dealing with family health issues, but it's crucial to prioritize your own well-being, 

too.
3. Seek support: Reach out to friends, family members, or a therapist who can offer emotional 
support and a listening ear. Sharing your concerns and feelings with someone you trust can 

help you feel less alone and more supported.
4. Set boundaries: It's important to set boundaries around your own emotional and physical 

energy. Be honest with your family members about what you can and can't do, and don't feel 
guilty about taking time for yourself when you need it.
5. Practice self-compassion: Be kind and understanding with yourself as you navigate this 

challenging time. Remember that you're doing the best you can, and that it's okay to make 
mistakes or not have all the answers.

6. Take things one step at a time: Break down the challenges you're facing into smaller, 
manageable tasks. Focus on one thing at a time, and take it one day at a time.
7. Seek professional help: If you're feeling overwhelmed or struggling to cope, consider 

seeking professional help from a therapist or counselor. They can offer guidance and support 
in managing your emotions and navigating the challenges you're facing.

8. Celebrate small victories: Find ways to celebrate small victories, no matter how small they 
may seem. This can help you stay positive and motivated, even
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Example Conversation: Turn 2

44

Thanks. Kind of weird to have a list of 

things to do - should we have a 
conversation about why I'm feeling what 

I'm feeling?

Of course! I apologize if my previous response came across as dismissive of your emotions. 
It's important to acknowledge and explore your feelings, especially during difficult times.

It sounds like you're experiencing a range of emotions, including sadness, anger, and 
frustration. These feelings are valid and understandable, given the challenges you're facing 

with your family's health issues.

Have you noticed any patterns or triggers that make you feel these emotions? For example, 

do certain situations or conversations with your family members tend to leave you feeling sad 
or angry? Are there any specific concerns or fears that you haven't been able to shake?

Exploring these questions can help you better understand your emotions and develop 
strategies to manage them. It can also be helpful to practice self-compassion and remind 

yourself that your feelings are normal and valid, given the circumstances.

Would you like to talk more about your feelings and concerns? I'm here to listen and offer 
support.
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Oracle Example

<thinking>

User's Intent: the user is seeking emotional support and validation regarding stress and grief from two recent deaths in the family. The u ser was dissatisfied when presented with a list of potential action items, 

and instead is seeking guidance on how to cope. The user expressed a desire to talk more in depth about their feelings, signa ling a desire to feel heard, understood, and supported. The focus of your response 

should be on the user.

Previously Used Tactics and the User’s Rating of the Responses:

The assistant already provided extensive *Advice* and *Information* in the previous responses.

When the assistant provided extensive, listed *Advice* on the first turn, the user was dissatisfied and asked to discuss their feelings.

Key Tactics to Use in Response:

The user will likely benefit from more *Validation* and *Questioning* to reinforce active listening and support. Validation would provide reassurance that the user seems to be seeking, while Questioning could 

make the user feel invested in and cared for. Questioning would also allow the assistant to better understand the user’s support needs.

*Empowerment* could lift up the user and make them feel better about how they’re handling the situation, given that they feel like they’re not handling things well.

*Gratitude* could make the user feel acknowledged for their openness.

</thinking>

<response>

Balancing grief and your mom’s health challenges while trying to hold everything together sounds like an incredibly heavy loa d to carry. It makes sense that you're having mixed feelings about whether or not 

you’re handling things well. Any feelings you’re experiencing right now are completely valid. There is no “normal” way to grieve, and even if it may not feel like it, you’re doing the best that you can.

Is there a way I can best support you right now? Would you like to break down any specific feelings or concerns you have toge ther?

You’re already showing strength by seeking advice, and that’s a great step. It might help to remind yourself that healing isn’t linear—some days will feel manageable, and others won’t, and that’s okay. Leaning 

on support systems, setting small, realistic expectations for yourself, and giving yourself grace as you navigate this will m ake a difference. You don’t have to have all the answers right now, just take it one step at 

a time. I’m happy to help however I can.

</response>
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Preliminary Results

### Past turns of the conversation:

**User**: My father passed away over 18 mos ago and my sister, who is the trustee of the estate has not processed the estate and instead, is living off of it. I don't want to sue my sister, but she is 

leaving me no choice.

**Assistant**: It's a challenging situation. Please consider following these steps:

1. Express Your Concerns: Start by having an honest conversation with your sister about your concerns. It's possible that she may not realize the impact of her actions, or there might be other factors 

at play that you're unaware of.

2. Professional Mediation: If you can't resolve it through direct conversation, you may need a neutral third party - like a mediator, to facilitate resolution. Sometimes a neutral perspective can help 

clear misunderstandings and facilitate compromise.

3. Legal Counsel: If the above steps do not work, then you may want to seek legal counsel. This doesn't necessarily mean you' re suing her but getting a professional opinion about your options.

4. Request an Accounting: As a beneficiary, you have the right to request a detailed accounting of the trust's assets, income, expenses, and distributions.

5. Demand Action: You may need to write a formal letter demanding trust administration and the provision of the accounting within a specified time.

Keep in mind, if the above steps don't work and you're left with no other option, having legal counsel to protect your interests could become necessary.

Remember, it's advisable to consult with a professional lawyer in your jurisdiction to get an accurate interpretation of the laws applicable to your situation.

### Current turn of the conversation:

**User**: I have done all of those things. 51
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Preliminary Responses

Response from the Dataset

(gpt4-32k-none):

If you have exhausted all other 

options and your sister continues to 

misuse the estate assets, your final 

step would be to initiate legal action. 

As a beneficiary of the estate, you 

have the right to expect the trust is 

being managed properly.

Consult with your attorney about 

applying to the court seeking removal 

of your sister as the trustee due to 

breach of her fiduciary duties. A judge 

couldthen appoint a neutral third party 

to manage the trust. It's not an ideal 

situation but reassuringly, the fiduciary 

standard for estate trustees is high 

and if she's found in breach of duties, 

she is liable for damages to the trust 

beneficiaries.

In the end, it's important to protect 

your interests, even if it means getting 

into an uncomfortable situation. A 

professional attorney will guide you 

about the best way forward based on 

your unique circumstances.
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GPT-4o vanilla response:

I'm really sorry to hear that you're still 

facing this difficult situation despite 

taking all those steps. It must be 

incredibly frustrating and 

disheartening to feel l ike you're not 

being heard or that the situation isn't 

being resolved. It's understandable to 

feel conflicted about taking legal 

action against your own sister. I hope 

you can find the support and guidance 

you need to navigate this challenging 

time. If there's anything else you need 

or just someone to talk to, I'm here for 

you.
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GPT-4o CoT (our method)

zero-shot response:

<thinking>In this situation, the user has 

expressed frustration and a high need for 

emotional support, as they have already 

attempted the suggested actions without 

success. Therefore, the response should focus 

on acknowledging their emotions and validat ing 

their ef forts. Since the user has a low 

information need and has already tried the 

suggested steps, providing more information or 

advice would not be helpful. Instead, I should 

focus on emotional expression, validation, and 

possibly empowerment to reassure and support 

the user emotionally. Emotional expression will 

show empathy and understanding of their 

frustration, and validation will confirm that their 

feelings are understandable. Empowerment 

can provide encouragement that they can 

navigate through this diff icult situation. The 

tactics to be used are: emotional expression, 

validation, and empowerment.</thinking>

<response>I'm really sorry to hear that 

you've already taken those steps and are 

stil l facing this difficult situation. It must be 

incredibly frustrating and disheartening. 

Your persistence in trying to resolve this 

shows a lot of strength and determination. I 

hope you find a solution that brings you 

peace and fairness soon. Remember, you 

are not alone in this, and it's okay to seek 

whatever support you need during this 

challenging time.</response>
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GPT-4o CoT (our method) 1-shot response:

<thinking>

1. User's Intent: The user has expressed that they have already attempted the steps previously 

suggested, indicating a desire for emotional support rather than further advice. Their intent ion is to 

convey emot ional distress and frustration with the ongoing situation involving their sister and the estate.

2. Previously Used Tactics and the User’s Rating of the Responses:

- The assistant previously provided a structured list of *Advice* and *Information*, which did not meet the 

user's emotional needs as evidenced by the poor empathy score and the user's follow-up indicat ing they 

have already taken those steps.

3. Key Tactics to Use in Response:

- *Emotional Expression*: Acknowledge the user's frustration and emotional turmoil. Express empathy for 

their situation to make them feel heard and understood.

- *Validation*: Reinforce that their feelings in this situat ion are normal and understandable given the 

circumstances. This can provide reassurance and support.

- *Paraphrasing*: Reflect back the user's feelings to show that you understand their situation and the 

emotional impact it has on them.

- *Questioning*: Invite the user to express more about how they are feeling or if there are other specific 

concerns they would like to discuss. This can help open up a dialogue centered around their emotions.

Given the user's low information need and high emotion need, the response will focus on these 

empathet ic tactics to provide the support they are seeking.

</thinking>

<response>

It sounds like you're in a very difficult and frustrating situation with your sister and the estate. It's 

understandable that you feel like you're running out of options, and it must be incredibly 

disheartening to have already taken those steps without resolution.

Your feelings of frustration and helplessness are completely valid, especially when dealing with 

family matters that involve both emotional and legal complexities. It's not easy to be in a position 

where you feel pushed to consider legal action against a loved one.

How are you holding up with all of this? Is there anything specific you'd like to talk about or 

explore further? I'm here to listen and support you through this challenging time.

</response>
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Summary of Proposed Work

We propose two projects:

1. Evaluating reasoning models’ capability on emotion tasks

• Delivery: a conference paper to be submitted by December 2025

2. Making LLMs more expressive of empathy in multi-turn conversations

• Delivery: a conference paper to be submitted in Fall 2025
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