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Abstract
Crises such as the COVID-19 pandemic
continuously threaten our world and emo-
tionally affect millions of people worldwide
in distinct ways. Understanding the triggers
leading to people’s perceived emotions is of
crucial importance. In this paper, we propose
a new task Emotion-Trigger Summarization,
whose objective is to abstractively summarize
triggers with respect to automatically detected
emotions in a document. By introducing
abstractive summarization to emotion triggers,
our task innovatively integrates emotion
triggers that are otherwise multi-faceted
and require the context information for
interpretation. To address the new task, we
introduce a benchmark dataset of ~1,900
Reddit posts in English from a Reddit forum
r/COVID19_support annotated for emotions
and triggers in posts. Our dataset makes up
for the vacancy of an emotion trigger dataset
in English. Based on our dataset, we propose
a joint neural network model combining
both emotion detection and emotion-based
trigger summarization. We release our
dataset and codes at https://github.
com/honglizhan/Emotion-Trigger
(currently private).

1 Introduction

Emotion analysis is the area of research which
encompasses emotion detection, polarity classifi-
cation, and cause detection (Khunteta and Singh,
2021). Early research in emotion analysis focused
on emotion detection (Alm et al., 2005; Xu et al.,
2012), whilst recent work has gone beyond emo-
tion classification to uncover the causes behind
emotions. Emotion Cause Extraction is a thriv-
ing task in the past decade that aims to extract the
events triggering a particular emotion (Khunteta
and Singh, 2021). Lee et al. (2010) first introduced
the task of Emotion Cause Extraction on word-level
causes, and Chen et al. (2010) expanded the task
to clause-level cause detection. Later, Gui et al.

Reddit Post

1: My sibling is 19 and she constantly goes places with her friends and to there 

houses and its honestly stressing me out.

2: Our grandfather lives with us and he has dementia along with other health issues 

and my mom has diabetes and heart problems and I have autoimmune diseases 

& chronic health issues.

3: She also has asthma.

4: Its stressing me out because despite this she seems to not care about how badly 

it would affect all of us if we were to get the virus.

5: And sadly I feel like its not much I can do she literally doesn’t respect my mom 

and though I’m older she doesn’t respect me either.

6: Its so frustrating.

Emotions and Abstractive Summaries of Triggers

Emotion: anger

Abstractive Summary of Trigger: My sister having absolutely no regard for any of 

our family’s health coupled with the fact that I can’t do anything about it is so 

aggravating to me.

Emotion: fear

Abstractive Summary of Trigger: My sibling, who, in spite of our family’s myriad 

of issues that all make us high-risk people, continuously goes out and about, which 

makes her likely to get infected. I am scared for all of us right now.

Figure 1: An example from our dataset, with colors
indicating emotions. Note that due to the space limit,
we only show here the annotations from one annotator.
In the benchmark dataset each example is annotated by
two annotators.

(2016) redefined the Emotion Cause Extraction
task as a clause-level binary classification prob-
lem. Xia and Ding (2019) captured the shortcom-
ing that emotions must be human-annotated before
conducting automatic cause extraction and further
proposed the task of Emotion-Cause Pair Extrac-
tion aiming to extract potential pairs of emotions
and causes in a document.

However, we notice two shortcomings in the
current task of Emotion Cause Extraction. First,
there may be multiple causes associated with a
single emotion in the document, as we showcase
in Figure 1. The current task of Emotion Cause
Extraction has yet to consider the intrinsic relations
and the integration of multiple causes. Second, an
extracted cause from the document may be hard to
understand without the context information. For
example, in Figure 1, the sentence “Despite this she
seems to not care about how badly it would affect
all of us if we were to get the virus” is the cause for
“anger”. However, due to the use of pronouns, it
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is impossible for the audience to acquire the entire
perspective from the sentence.

In this paper, we propose a new task Emotion-
Trigger Summarization, which aims to abstractively
summarize triggers with respect to automatically
detected emotions in a document. By introducing
abstractive summarization to emotion triggers, we
innovatively resolve the above-mentioned defects.
In the present study, we refer to the events leading
to a particular emotion in a document using the
term trigger instead of cause. We argue this from
a psychological standpoint: according to the APA
Dictionary of Psychology1, trigger is defined as
“a stimulus that elicits a reaction”, whereas cause
is defined as “an event or state that brings about
another”. Thus, referring to the events leading to
emotions as trigger is more literally accurate in this
paper.

To establish the task of Emotion-Trigger Sum-
marization, we present a novel emotion-trigger
dataset in English from Reddit posts on COVID-19.
The dataset is annotated with the Plutchik-8 emo-
tions (Plutchik, 2001), where each emotion is pro-
vided with an intensity label from the fine-grained
Plutchik-24 labels. The trigger(s) leading to each
emotion are given in both extractive and abstractive
forms, in which the extractive summaries are high-
lights of emotion triggers from the Reddit post and
the abstractive summaries are highly-condensed,
integrated sentences of emotion triggers. We show-
case examples of our dataset in Appendix §C.

Our dataset makes up for the vacancy that the
corpora discovered in the literature review of un-
covering triggers behind emotions are exclusively
in Chinese (Khunteta and Singh, 2021; Drury et al.,
2022) and relatively small-in-size (Wang et al.,
2020). Besides, existing work has focused on emo-
tions that are explicitly expressed by keywords, and
prior research has yet to take into account implicit
emotions that are implied and require reasoning
(Khunteta and Singh, 2021). As we demonstrate
in §5, our dataset responds to the need of implicit
emotions in the field.

Drawing from studies in aspect-based as well
as query-based summarization, we propose an
emotion-based trigger summarization approach to
address the task of Emotion-Trigger Summariza-
tion based on our dataset. Unlike previous works,
we perform trigger summarization with regard to
automatically detected emotions in the document.

1https://dictionary.apa.org/

We explore the detection of perceived emotions
and the summarization of triggers behind the emo-
tions in social media on COVID-19 to answer two
research questions. First, what are the emotions
expressed through social media on subjects related
to COVID-19? How do the emotions change over
time? What are the triggers leading to the emo-
tions? Second, how well can we benchmark our
dataset on modern large-scale pre-trained NLP
models for the tasks of emotion detection and
emotion-based trigger summarization?

We summarize our contributions as follows:

• We propose a new task Emotion-Trigger Sum-
marization, which aims to abstractively sum-
marize triggers with respect to automatically
detected emotions in a document. The new
task successfully takes into account triggers
that are multi-faceted and require the context
information for interpretation.

• We introduce an emotion-trigger dataset in-
cluding an expert-annotated benchmark that
makes up for the vacancy of an emotion trig-
ger dataset in English. Unlike previous litera-
ture, our dataset also considers implicit emo-
tions that require implication.

• We propose an emotion-based trigger summa-
rization approach based on our dataset to ad-
dress the task of Emotion-Trigger Summariza-
tion. Conditioned on automatically detected
emotions in a document, triggers eliciting the
emotions are abstractively summarized.

This paper is organized in the following way.
§3 discusses the construction of our dataset. We
present the inter-annotator agreement statistics in
§4, and in §5 we provide a detailed qualitative
analysis of our dataset. In §6 we benchmark several
state-of-the-art emotion detection and automatic
text summarization models on our dataset.

2 Background and Related Work

2.1 Emotion Cause Extraction

Emotion Cause Extraction is a task that aims to
extract the events triggering a particular emotion
(Khunteta and Singh, 2021). Emotion Cause Ex-
traction was first introduced by Lee et al. (2010),
where they defined the task as extracting word-
level causes to the given emotion in text. Chen
et al. (2010) suggested that a clause may be the
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most appropriate unit for cause detection and ex-
panded the task from word-level to clause-level
cause detection. Later, Gui et al. (2016) redefined
the Emotion Cause Extraction task as a clause-level
binary classification problem.

However, in the above task settings, emotions
must be human-annotated before conducting au-
tomatic cause extraction. Xia and Ding (2019)
captured this shortcoming, and further proposed
the task of Emotion-Cause Pair Extraction, which
is defined as extracting potential pairs of emotions
and causes in a document.

Unlike the above works, in this paper we propose
a new task Emotion-Trigger Summarization, which
aims to abstractively summarize triggers with re-
spect to automatically detected emotions in a docu-
ment. In the present study, we refer to the events
leading to a particular emotion in a document using
the term trigger instead of cause. To our knowl-
edge, this is the first study to perform abstractive
summarization on emotion triggers. Our new task
is similar to Emotion-Cause Pair Extraction (Xia
and Ding, 2019) in that we do not require emo-
tions annotated before trigger summarization, thus
making the task more applicable in reality. By
introducing abstractive summarization to emotion
triggers, our work innovatively integrates triggers
that are otherwise spread across the document. Be-
sides, given that one usually needs the context to
comprehensively understand an event, our new task
also enhances the interpretability towards emotion
triggers.

2.2 Existing Datasets

Several corpora have been constructed for the task
of Emotion Cause Extraction. Lee et al. (2010)
constructed a Chinese emotion corpus from 6,058
entries of Sinica data based on emotion keywords.
Gao et al. (2015) built a Chinese corpus from
18,000 micro-blog posts. Gui et al. (2016) pre-
sented a dataset in Chinese that was extracted from
SINA city news using emotion keywords. There
were 15,687 instances in their corpus and each
instance contained only one emotion marked by
keywords and one or more annotated causes. This
dataset serves as the benchmark for many following
studies on Emotion Cause Extraction (Gui et al.,
2017; Xia and Ding, 2019; Xiao et al., 2019; Fan
et al., 2019; Xu et al., 2019; Hu et al., 2019).

Despite its popularity, Emotion Cause Extrac-
tion remains a challenging task due to the lack of

datasets available (Wang et al., 2020). The corpora
discovered in the literature review are exclusively
in Chinese (Khunteta and Singh, 2021; Drury et al.,
2022) and relatively small-in-size (Wang et al.,
2020). Besides, existing work has focused on the
extraction of causes behind explicit emotions that
are expressed by keywords, while ignoring implicit
emotions that are implied and require reasoning
(Khunteta and Singh, 2021).

In the current study, to address our task of
Emotion-Trigger Summarization, we introduce a
novel dataset in English sourced from Reddit posts
during COVID-19, where each post is human-
annotated with emotions and triggers. We use the
Plutchik-8 primary emotions as our emotion taxon-
omy, and we also provide intensity labels for each
emotion using the fine-grained Plutchik-24 emo-
tions (Plutchik, 2001). Unlike previous datasets on
Emotion Cause Extraction which only consider ex-
plicit emotions, we demonstrate in our qualitative
analysis of the dataset (§5) that the emotions in our
dataset are considerably implicit.

2.3 Methodology

Previous literature have addressed Emotion Cause
Extraction in various ways. Researchers have re-
sorted to rule-based methods (Chen et al., 2010;
Neviarouskaya and Aono, 2013; Gao et al., 2015;
Yada et al., 2017) as well as traditional machine
learning approaches (Russo et al., 2011; Gao et al.,
2013; Li and Xu, 2014; Li et al., 2015; Ghazi et al.,
2015; Gui et al., 2016; Xu et al., 2017). More re-
cently, more studies have taken to deep neural net-
works to tackle Emotion Cause Extraction (Chen
et al., 2018; Li et al., 2018; Xiao et al., 2019; Fan
et al., 2019; Xia and Ding, 2019; Xu et al., 2019;
Ding et al., 2020; Chen et al., 2020; Fan et al., 2020;
Chen et al., 2022).

In the present study, we propose a joint deep
neural model combining both emotion detection
and automatic text summarization to address our
new Emotion-Trigger Summarization task.

Emotion Detection. The task of emotion detec-
tion has been the focus in early works on Emo-
tion Analysis, and researchers have extensively ex-
plored emotion classification in songs (Mihalcea
and Strapparava, 2012), classic literature (Liu et al.,
2019), online news (Strapparava and Mihalcea,
2007; Lei et al., 2014), health-related blog posts
and online communities (Khanpour and Caragea,
2018; Sosea and Caragea, 2020), general social me-
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dia domains (Wang et al., 2012; Abdul-Mageed and
Ungar, 2017; Demszky et al., 2020), and natural
disaster centric tweets (Desai et al., 2020).

Automatic Text Summarization. Automatic
text summarization refers to the task of producing
a compact summary that retains the essential infor-
mation in the original text (Allahyari et al., 2017;
Mridha et al., 2021). Automatic text summariza-
tion can be achieved through either extractive, ab-
stractive, or hybrid means (El-Kassas et al., 2021).
Extractive summarization identifies the most im-
portant sentences in the original text as the out-
put summary, whilst abstractive summarization of-
ten requires language generation abilities to pro-
duce paraphrases of the original text (Allahyari
et al., 2017; Liu and Lapata, 2019; El-Kassas et al.,
2021).

Among the various types of automatic text sum-
marization systems, query-based summarization
and aspect-based summarization are two sub-tasks
most similar in setting to the emotion-based trig-
ger summarization approach we employ in this
study. Query-based summarization aims to pro-
duce summaries from the document that are most
relevant to the given search query (Zhong et al.,
2021; El-Kassas et al., 2021). On the other hand,
the objective of aspect-based summarization is to
generate summaries of the document with respect
to different aspects or perspectives (Tan et al., 2020;
Hayashi et al., 2021).

Drawing from query-based and aspect-based
summarization techniques, we propose the
emotion-based trigger summarization approach to
address the current task of Emotion-Trigger Sum-
marization. Different from the above techniques,
we perform trigger summarization with regard to
automatically detected emotions in the document.

2.4 Reddit

Reddit is a popular online social forum that ranks
the 7th most visited site in the United States2. It
has 52 million daily active users who gather in one
or more of over 2.5 million different communities
called subreddits to connect with others on a spe-
cific interest or topic. Reddit does not impose short
length limits on posts, and users can also comment
on posts and engage in the conversations. Despite
the intrinsic conversational nature of Reddit, few
datasets in emotion analysis are sourced from Red-

2https://websitebuilder.org/blog/
reddit-statistics/

dit. Among them, GoEmotions released by Dem-
szky et al. (2020) is an emotion dataset from Reddit
comments annotated with 27 emotions or Neutral.

Reddit has been used extensively for the study of
mental well-being (Shen and Rudzicz, 2017; Pirina
and Çöltekin, 2018; Turcan and McKeown, 2019;
Jiang et al., 2020; Ashokkumar and Pennebaker,
2021; Seraj et al., 2021). Choudhury and De (2014)
examined the mental health discourse on Reddit,
and concluded that users share experiences around
their illness challenges in their personal as well as
professional lives and seek diagnosis, treatment,
and emotional support for their conditions. In their
research, Gjurković and Šnajder (2018) also came
to the conclusion that Reddit is a gold mine for
personality predictions.

3 Dataset Construction

In this section, we describe the collection and anno-
tation processes of our dataset. We first discuss the
source of our data in §3.1, then we introduce the
annotation task on the Amazon Mechanical Turk
in §3.2. Finally, we report our benchmark dataset
in §3.3.

3.1 Selecting & Curating Reddit Posts

In this paper, we present a novel dataset from En-
glish Reddit posts that is manually annotated with
emotions and triggers. We use the PSAW wrap-
per for Pushshift API3 to gather Reddit posts in
English from the subreddit r/COVID19_support4,
a Reddit forum created in February 2020. r/-
COVID19_support is chosen as the source of our
data because of its rich personal narration: rather
than COVID-19 news snippets, the subreddit is
targeted for people seeking support during the pan-
demic. We sample posts before and after Omicron5,
a COVID-19 variant that emerged during Decem-
ber 2021.

Data Preprocessing. We gather posts 50-400 to-
kens long (punctuation excluded) by applying reg-
ular expressions. Web links are masked with an
[url] token. The metadata are not provided to
annotators. Details of the preprocessing procedure
are provided in Appendix §A.

3https://psaw.readthedocs.io/en/
latest/

4https://www.reddit.com/r/COVID19_
support/

5https://www.cdc.gov/coronavirus/
2019-ncov/variants/omicron-variant.html
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3.2 Annotation Task

We crowdsource emotion-trigger annotations on
the Amazon Mechanical Turk. We assign two an-
notators to each example.

Annotators. We recruit two different groups of
annotators. The first group consists of turkers from
the Amazon Mechanical Turk. The turkers all re-
side in the United States and have completed 500+
HITs with an acceptance rate ≥ 95%. For the sec-
ond group of annotators, we recruit 2 undergrad-
uate students from the Department of Linguistics
at the University of Texas at Austin. We consider
them as annotators with an expertise in linguistics
for the present study.

We provide a survey on the annotators’ personal-
ity in Appendix §B.1. Each group of annotators is
responsible for the annotation of a disparate subset
of the dataset. There are no mixed annotations in
which a post is cross-annotated by two annotators
from different groups. To ensure the quality of the
dataset, both groups of annotators are trained in a
pre-annotation process. Only the annotators who
reach our expectations earn the qualification to par-
ticipate in the annotation task. We also ask them to
revise their work when needed during annotation.
See Appendix §B.3 and §B.4 for more details.

Instructions. All annotators are given the same
instructions. Specifically, annotators are asked to
annotate perceived Plutchik-8 primary emotions
(anger, anticipation, joy, trust, fear, surprise, sad-
ness, disgust). Multiple selection is allowed, and
we also provide a none of the above option in case
no emotion is perceived. Once the annotators per-
ceive an emotion, they are asked to select the inten-
sity of the emotion from Plutchik-24 labels. There
are 3 intensity levels for each Plutchik-8 emotion
(e.g., the intensities for the emotion anger are: an-
noyance, anger, rage, as shown in Figure 2), and
the annotators are allowed to choose only one in-
tensity label per emotion.

We also ask the annotators to annotate the trig-
ger(s) to their perceived emotions. The annotators
are required to provide the extractive as well as
abstractive summaries of the trigger(s) for each
emotion they perceive in the post. The summaries
should contain trigger(s) to the emotion rather than
just reflecting the emotion itself. For the extractive
summary of trigger, annotators need to provide the
clause or sentence in the post that best describes
the trigger of the emotion. Since it is possible that
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Figure 2: Plutchik’s Wheel of Emotions. The 8 primary
emotions lie in the middle circle of the wheel. Colors
indicate the intensity of emotions: the darker the shade,
the more intense the emotion.

there are multiple triggers contributing to the same
emotion in a document, we ask annotators to sepa-
rate the sentences if they are drawn from different
parts of the post. For the abstractive summary of
trigger, annotators are asked to summarize in their
own words the trigger(s) of the emotion from the
perspective of the poster. The abstractive summary
is a free-form annotation that should integrate and
reflect the trigger(s) of the perceived emotion in a
highly condensed way. We provide detailed exam-
ples to help annotators navigate our trigger summa-
rization task. We provide the detailed instructions
to our annotation task in Appendix §B.2.

3.3 Benchmark Dataset

We construct a benchmark dataset to facilitate the
modelling for the task of Emotion-Trigger Sum-
marization. We aggregate all the emotion labels
perceived by annotators in each post, and we also
keep all the annotated trigger summaries for future
multi-reference model evaluations.

Next, we create the training, validation, and test
sets. As we have introduced above, the two groups
of annotators in this study each annotates a dis-
parate subset of our dataset, and there are no cases
where a post is cross-annotated by annotators from
different groups. Therefore, we first gather all the
data annotated by the linguistic experts and con-
struct the test set accordingly. We further perform
a 80/20 split on the rest of the data annotated by
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the turkers to create the training and validation sets.
In the end, we have 1200 examples in the training
set, 300 examples in the validation set, and 400
examples in the test set.

Through systematically separating the annota-
tors in the test set from the annotators in the training
data, our dataset to some extent eliminates the in-
trinsic bias introduced by the same annotators, thus
making the test set more “unseen” to the models.
Besides, a test set annotated by experts in linguis-
tics also adds to the reliability of our benchmark
dataset.

4 Inter-Annotator Agreement

In this section, we provide the inter-annotator agree-
ment statistics of our dataset. We first report the
emotion agreement statistics in §4.1, then we evalu-
ate the trigger agreement for matching emotions in
§4.2. Finally, we report results of human validation
for a subset of our training data in §4.3. We also
present a summary of the statistics in Table 1.

4.1 Agreement in Emotions
As shown in Table 1, 81.8% of the examples in our
dataset have at least 1 emotions agreement between
annotators, and 28.1% of the examples have at least
2 emotions agreement.

PEA Score. We first employ the Plutchik Emo-
tion Agreement (PEA) metric introduced by Desai
et al. (2020) to determine the inter-annotator agree-
ment of emotions in our dataset. PEA measures
agreement between Plutchik emotions based on
their relative distance on the wheel. The PEA score
ranges from 0 to 1, with a higher score indicating
higher agreement6.

We report here the average PEA score among
annotators weighted by their numbers of annota-
tions. Results show that the weighted average PEA
score among workers in the entire dataset is 0.803,
suggesting fairly strong inter-annotator agreement.
More specifically, the PEA score of the training/-
validation sets combined is 0.798, whereas the PEA
score of the test set is 0.823. This reflects consider-
ably higher quality in emotion annotations by the
expert linguists.

We also report the PEA score among emotions
in Figure 3. We observe that annotators agree with
each other most often in anger and fear, with the
average PEA scores at around 0.85. On the other

6To provide an intuitive interpretion, the PEA score of two
adjacent primary emotions on the Plutchik’s Wheel is 0.75.
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Figure 3: Emotion distribution of our dataset, ranked
by the number of examples. Colors indicate the inter-
annotator agreement measured by the PEA score.

hand, we find the least agreement in surprise. The
PEA scores of the emotions are all above 0.66, indi-
cating fairly high agreement among our annotators.

Krippendorff’s Alpha. In addition to the PEA
metric, we also evaluate the inter-annotator agree-
ment of emotion annotations in our dataset using
the Krippendorff’s Alpha Coefficient. We obtain
an average value of 0.228 on all emotions using
MASI distance.

4.2 Agreement in Triggers

Here we further examine the overlap in the anno-
tated summaries of triggers when two annotators
both select the same emotion for one example.

Extractive Summaries. We measure the percent-
age of overlap between two extractive summaries
of trigger for the same emotion. We first pinpoint
all the examples in which both annotators agree
on the same emotion, then we extract the extrac-
tive summaries of trigger for the agreeing emo-
tions. Next, we perform sentence tokenization on
the extractive triggers and compute sentence-level
overlap between them. We provide the detailed
pre-processing procedure in Appendix §D.1.

As demonstrated in Table 1, within the posts
where we find emotion overlap, 19.7% of the ex-
tractive summaries of trigger for the same emotion
have completely identical annotations from both
annotators, and 32.9% have partial sentence-level
overlap. This suggests strong agreement between
annotators.

Abstractive Summaries. We use Rouge to ex-
amine the overlap in abstractive triggers. Similarly,
we first extract the abstractive summaries of trigger
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Number of examples 1,889 Reddit posts
Number of emotions 8 primary emotions, each with 3 intensity labels
Number of unique annotators 15, including 2 expert linguists
Number of annotators per example 2 (either both turkers or both expert linguists)
Average number of emotions per example 2.62 (“None” excluded)

Number of examples with emotion agreement 1+ emotions agreement: 1546 (81.8%);
2+ emotions agreement: 531 (28.1%)

Percentage of overlapping extractive triggers
for agreeing emotions

Complete overlap (sentence-level): 19.7%;
Partial overlap (sentence-level): 32.9%

Average Rouge F1 score between abstractive
triggers for agreeing emotions Rouge-1: 0.256, Rouge-2: 0.056, Rouge-L: 0.191

Table 1: Summary statistics of our dataset.

for agreeing emotions, then we compute the Rouge
score between them. As Table 1 shows, the average
Rouge-1 F1 score between two annotators is 0.256,
indicating distinctness in annotations on abstractive
summaries of triggers.

4.3 Human Validation

In addition to the automatic evaluation metrics
above, we also validate the emotion-trigger annota-
tions in our dataset through human inspections. We
set up a human validation task on the Amazon Me-
chanical Turk, and recruit a new group of qualified
workers. We randomly sample 300 examples from
our training set for validation. The emotion anno-
tations, as well as both extractive and abstractive
summaries of triggers, are validated.

We describe the validation framework as fol-
lows. The validators are given an annotated trigger
summary. We first validate whether the summary
actually indicates the annotated emotion by asking
a yes/no question. Next, if the validator confirms
the presence of emotion in the summary, we then
ask whether the summary indeed expresses the trig-
ger and not the emotion by raising another yes/no
question. Extractive and abstractive summaries of
triggers are validated separately. We present the val-
idation results based on the extractive summaries
in Table 2 and the results based on the abstractive
summaries in Table 3. The numbers indicate the
proportion of examples on which validators con-
firm upon.

Overall, the human validation results indicate
fairly strong agreement in our annotations. The
higher validated proportion in abstractive sum-
maries than in extractive summaries can be ex-
plained by the sentence patterns commonly adopted
by the annotators in abstractive summaries. For
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Figure 4: Emotion co-occurrence in our dataset.

example, in expressing the abstractive trigger for
anger, an annotation in our dataset is I am angry
that they would put me at risk of catching COVID
and not tell me, a sentence which is highly linguis-
tically explicit of the emotion.

5 Qualitative Analysis

5.1 Emotion Analysis

Emotion Distribution. Figure 3 shows the gen-
eral emotion distribution of our dataset. Anticipa-
tion is the most common emotion across the dataset,
closely followed by fear. There is clearly a huge
gap among the emotions, with positively valenced
emotions such as trust and joy rarely present in the
dataset. This is predicted given the catastrophic
nature of our domain.

Emotion Co-occurrence. We present the emo-
tion co-occurrence heatmap in Figure 4. We ob-
serve that anticipation co-occurs with fear and
anger most frequently in the dataset, suggesting
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Anticipation Anger Surprise Fear Sadness Joy Trust Disgust Avg
Emotion Presence 0.64 0.84 0.80 0.84 0.84 0.92 0.60 0.80 0.79
Trigger Presence 0.56 0.64 0.72 0.76 0.76 0.80 0.56 0.72 0.69

Table 2: Human validation results on the extractive summaries of triggers.

Anticipation Anger Surprise Fear Sadness Joy Trust Disgust Avg
Emotion Presence 0.92 0.96 0.92 0.96 0.96 1.00 0.88 0.92 0.94
Trigger Presence 0.88 0.92 0.84 0.96 0.96 1.00 0.84 0.92 0.92

Table 3: Human validation results on the abstractive summaries of triggers.
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Figure 5: Emotion distribution in our dataset over time
(by week).

that Reddit posters are mostly anticipating negative
events during COVID-19.

Fine-grained Intensity Levels. We convert the
annotated intensity levels into scalar scores ranging
from 1 to 3, with 3 indicating the most intense emo-
tion. We report the average intensity scores of each
emotion in Figure 6, with darker color indicating
stronger intensity. We observe that sadness and dis-
gust demonstrate the highest intensity level among
all 8 emotions, whereas anger has the mildest in-
tensity.

Emotion Trend. We present a time series analy-
sis of the emotion distribution by week in Figure
5. The dataset is sampled from two timelines, with
half of the posts dated during Summer 2021 and
the other half dated since the outbreak of Omicron.
In Figure 5, the two timelines are separated by a
red line. We notice that the proportion of anticipa-
tion goes up consistently after Omicron, whereas
anger, sadness, and fear drop down. This result
is unsurprising since people are getting weary and
tired after two years of avoiding COVID-19. It
also provides evidence showing that Omicron is a
milder disease.

Emotion Consistency. We examine how consis-
tent the annotator is with the emotions in their ex-
tractive summaries of triggers. Our hypothesis is
that similar sentences should be tagged with the
same emotion. Here we measure the emotion con-
sistency of one turker who is responsible for the
majority of the annotations in the training and vali-
dation sets. We first extract all the extractive sum-
maries along with the annotated emotions from the
annotator. Then we select a prototypical extractive
trigger for each emotion from the extractive sum-
maries and use it as the anchor summary. Next,
we use all-mpnet-base-v2, the top ranking
model for Sentence Bert7, to encode the sentences.
We consider the top 5% extractive summaries clos-
est in cosine similarity to each anchor summary
the sentences that are semantically similar to the
anchor summary. The sentences are manually val-
idated by our expert linguists, who are asked to
decide whether the sentences chosen based on co-
sine similarity to the anchor summary indeed ex-
press the target emotion. Both the preceding and
exceeding sentences around the extractive trigger
in the post are given to the validators as context
information. After the validation, extractive sum-
maries that do not express the target emotion are
excluded.

We report the results averaged by the PEA score
between the annotated emotion to the target emo-
tion in Table 4. As the table shows, the annotator
is fairly consistent in their emotion annotations.

5.2 Trigger Analysis

Linguistic Explicitness of Emotions. To exam-
ine the explicitness of emotions in the extractive
triggers, we apply EmoLex (Mohammad and Tur-
ney, 2013), a dataset of English emotion associ-
ated lexicon human annotated on the Plutchik-8

7https://www.sbert.net/docs/
pretrained_models.html
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Emotions Avg PEA Score
Anger 0.83
Fear 0.76

Anticipation 0.70
Surprise 0.51

Joy 0.80
Sadness 0.53

Trust 0.57
Disgust 0.53

Avg 0.65

Table 4: Emotion consistency results of one annotator
in our dataset.
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Figure 6: EmoLex lexicon ratio present in text. The
color indicates the average intensity of the emotion in
our dataset.

primary emotions. Specifically, for the extractive
summaries of triggers to a certain emotion, we mea-
sure the average ratio of the said emotion words
in EmoLex being present in the lemmatized sum-
maries. The results are presented in Figure 6. We
notice that sadness is the most explicit emotion in
the annotated extractive summaries of triggers in
our dataset, while surprise is the most implicit.

Extractive Trigger Position. We map the anno-
tated extractive summaries of triggers into the origi-
nal sentences in the post, and report the distribution
of the triggers’ positions in posts in Figure 7. Note
that we do not repetitively include the post sen-
tences: in cases where one sentence in the post con-
tains multiple triggers, the sentence is only counted
once in the distribution. We provide the detailed
preprocessing procedure in Appendix §D.2. Re-
sults shows a large number of triggers in the first
sentences of the post.

Abstractive Trigger Abstractiveness. We mea-
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Figure 7: Extractive triggers’ distribution in the original
posts. 0 means the first sentence of the post, and 1
means the last sentence.

sure the abstractiveness of the annotated abstrac-
tive summaries of triggers by computing the Rouge
score between the extractive and abstractive sum-
maries. we use ROUGE-n precision scores to calcu-
late how abstractive the annotated abstractive sum-
maries are compared to the annotated extractive
summaries. Results are: Rouge-1: 0.27, Rouge-2:
0.072, Rouge-L: 0.206. The results indicate that
the abstractive summaries are fairly abstract from
the extractive summaries in our dataset.

Topic Variation. To better understand the trig-
gers of each emotion, we use the Named-Entity
Recognition (NER) to extract frequent entities in
the extractive triggers. Results are shown in Figure
8.

6 Baseline Modeling

In this section, we benchmark several methods
on our dataset. Using our dataset, we evaluate
the ability to which large-scale pre-trained lan-
guage models transfer from existing resources.
We assess state-of-the-art models’ ability on three
tasks respectively, namely emotion detection,
emotion-based extractive trigger summarization,
and emotion-based abstractive trigger summariza-
tion. Note that given the novelty of the Emotion-
Trigger Summarization task, none of the current
summarization methods are emotion-based. In
other words, the models would produce the same
summaries for different emotions in a document.

The structure of this section is as follows. We
briefly introduce the existing emotion detection
and automatic text summarization datasets in §6.1.
Then we describe our experiment setup together
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Figure 8: NER results of annotated extractive triggers, ranked by number of occurrences.

with the state-of-the-art models we are assessing in
§6.2. Finally, we report the results in §6.3.

6.1 Existing Datasets

Here we introduce existing datasets on the tasks of
emotion detection as well as automatic text sum-
marization. All the datasets are in English.

Emotion Detection. GoEmotions (Demszky
et al., 2020) is an emotion dataset from general
Reddit comments, in which every example is anno-
tated with one or more than one of 27 emotions or
Neutral. Similar to our dataset, GoEmotions is also
sourced from Reddit. However, the examples in
GoEmotions are comment sentences from a large
number of subreddits. Using GoEmotions, we eval-
uate how well emotion detection models trained
outside the COVID-19 domain generalize to our
dataset. Following Sosea et al. (2021), we map
GoEmotions labels into Plutchik-8 emotions8.

Text Summarization. CNN/DailyMail (Her-
mann et al., 2015) is a text summarization dataset
consisting of news articles and associated high-
lights. The highlights depict a brief overview of
the article.

XSum (Narayan et al., 2018) is a dataset of news
articles, where each article is accompanied with a

8GoEmotions Mapping: Anger → Anger; Disgust → Dis-
gust; Joy → Joy; Sadness → Sadness; Fear → Fear; Nervous-
ness, Desire → Anticipation; Surprise → Surprise; Admira-
tion → Trust.

highly abstractive one-sentence summary, answer-
ing the question “What is this article about?”.

Webis-TLDR-17 (Völske et al., 2017) is an ab-
stractive text summarization dataset on the so-
cial media Reddit. Unlike the two news datasets
above, Webis-TLDR-17 is closer in domain to our
dataset.

6.2 Experimental Setup
We use the Hugging Face framework (Wolf et al.,
2020) for reproductivity in the following models.
Hyperparameters used for the best models are pre-
sented in Appendix §E.

Emotion Detection. We first employ a lexical
baseline to detect emotions using EmoLex (Moham-
mad and Turney, 2013), a word-emotion lexicon
on the 8 Plutchik primary emotions.

We also explore how well emotion detection
models trained outside our domain generalize
to the COVID context. We experiment with
the bert-base-uncased (Devlin et al., 2019)
model and fine-tune it on the GoEmotions dataset.

Emotion-based Trigger Summarization. We
evaluate the following models on our dataset: 1)
BART (Lewis et al., 2020); 2) Pegasus (Zhang
et al., 2019); 3) PreSumm (Liu and Lapata, 2019);
and 4) PacSum (Zheng and Lapata, 2019). We
fine-tune these models on the CNN/DailyMail,
XSum, and Webis-TLDR-17 corpuses respectively
and report their performance on our benchmark.
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Anger Sadness Joy Fear Surprise Anticipation Trust Disgust AVG
EmoLex 0.356 0.425 0.487 0.567 0.030 0.178 0.135 0.205 0.298

Table 5: Results of baseline models on emotion detection.

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
First Sentence 0.211 0.131 0.190 0.151 0.030 0.121

3 Sentence 0.341 0.254 0.307 0.209 0.045 0.142
EmoSentence 0.215 0.214 0.254 0.164 0.027 0.111

Pegasus-Dailymail 0.346/0.393 0.262/0.298 0.314/0.361 0.208/0.266 0.043/0.088 0.142/0.216
Pegasus-XSum 0.156/0.298 0.037/0.191 0.129/0.265 0.154/0.252 0.024/0.097 0.129/0.225
Pegasus-Reddit 0.241/0.391 0.128/0.295 0.202/0.359 0.188/0.251 0.044/0.088 0.138/0.209

BART-large-CNN/Dailymail 0.396/0.404 0.300/0.306 0.348/0.368 0.272/0.318 0.062/0.110 0.169/0.219
BART-large-XSum 0.193/0.286 0.066/0.199 0.158/0.269 0.172/0.308 0.026/0.119 0.134/0.244

(Abst) BertSumExtAbs-CNN/Dailymail 0.308 0.203 0.269 0.230 0.051 0.157
(Abst) BertSumExtAbs-XSum 0.129 0.018 0.103 0.146 0.013 0.112

(Ext) BertSumExt-CNN/Dailymail 0.357 0.261 0.312 0.240 0.049 0.153
PacSum 0.389 0.294 0.344 0.260 0.059 0.164

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
First Sentence 0.183 0.091 0.163 0.150 0.026 0.119

3 Sentence 0.287 0.188 0.250 0.207 0.041 0.142
EmoSentence 0.181 0.086 0.159 0.157 0.021 0.117

Pegasus-Dailymail 0.342/0.422 0.259/0.338 0.312/0.395 0.221/0.307 0.049/0.109 0.152/0.251
Pegasus-XSum 0.198/0.408 0.080/0.317 0.173/0.384 0.185/0.284 0.035/0.109 0.151/0.247
Pegasus-Reddit 0.252/0.418 0.139/0.335 0.214/0.391 0.196/0.293 0.046/0.108 0.144/0.245

BART-large-CNN/Dailymail 0.353/0.423 0.253/0.337 0.302/0.380 0.249/0.344 0.050/0.125 0.159/0.243
BART-large-XSum 0.193/0.353 0.075/0.285 0.160/0.340 0.193/0.310 0.043/0.127 0.148/0.256

(Abst) BertSumExtAbs-CNN/Dailymail 0.250 0.139 0.217 0.213 0.040 0.151
(Abst) BertSumExtAbs-XSum 0.126 0.014 0.100 0.149 0.019 0.115

(Ext) BertSumExt-CNN/Dailymail 0.325 0.226 0.275 0.228 0.042 0.147
PacSum 0.311 0.202 0.261 0.235 0.044 0.151

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
First Sentence 0.198 0.139 0.190 0.126 0.020 0.103

3 Sentence 0.301 0.231 0.279 0.208 0.055 0.154
EmoSentence 0.215 0.132 0.195 0.124 0.024 0.105

Pegasus-Dailymail 0.290/0.334 0.212/0.270 0.265/0.318 0.206/0.213 0.051/0.061 0.150/0.178
Pegasus-XSum 0.145/0.267 0.039/0.189 0.131/0.250 0.129/0.152 0.018/0.027 0.114/0.136
Pegasus-Reddit 0.165/0.245 0.079/0.184 0.141/0.232 0.156/0.148 0.034/0.032 0.124/0.119

BART-large-CNN/Dailymail 0.382/0.368 0.316/0.284 0.359/0.339 0.205/0.248 0.045/0.066 0.143/0.178
BART-large-XSum 0.231/0.309 0.114/0.242 0.198/0.303 0.158/0.195 0.019/0.057 0.122/0.172

(Abst) BertSumExtAbs-CNN/Dailymail 0.384 0.293 0.354 0.191 0.034 0.142
(Abst) BertSumExtAbs-XSum 0.143 0.017 0.120 0.141 0.011 0.107

(Ext) BertSumExt-CNN/Dailymail 0.318 0.230 0.289 0.184 0.040 0.125
PacSum 0.363 0.279 0.324 0.193 0.039 0.133

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
First Sentence 0.143 0.050 0.118 0.121 0.016 0.094

3 Sentence 0.199 0.076 0.152 0.171 0.027 0.117
EmoSentence 0.141 0.040 0.113 0.116 0.017 0.092

Pegasus-Dailymail 0.301/0.243 0.210/0.130 0.272/0.207 0.188/0.201 0.030/0.035 0.134/0.140
Pegasus-XSum 0.151/0.210 0.052/0.094 0.132/0.189 0.158/0.133 0.007/0.014 0.130/0.124
Pegasus-Reddit 0.231/0.296 0.131/0.216 0.204/0.270 0.126/0.143 0.019/0.026 0.096/0.114

BART-large-CNN/Dailymail 0.318/0.345 0.212/0.247 0.275/0.287 0.172/0.224 0.037/0.073 0.130/0.182
BART-large-XSum 0.166/0.216 0.030/0.121 0.131/0.187 0.170/0.249 0.016/0.069 0.147/0.217

(Abst) BertSumExtAbs-CNN/Dailymail 0.311 0.188 0.259 0.186 0.029 0.139
(Abst) BertSumExtAbs-XSum 0.156 0.024 0.115 0.140 0.009 0.111

(Ext) BertSumExt-CNN/Dailymail 0.255 0.148 0.207 0.171 0.033 0.121
PacSum 0.275 0.171 0.243 0.169 0.033 0.116

Trust
Extractive Abstractive

Anger

Anticipation

Joy
Extractive Abstractive

Extractive Abstractive

Extractive Abstractive

Table 6: Results of baseline models on emotion-based trigger summarization.
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Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
First Sentence 0.218 0.128 0.198 0.155 0.028 0.122

3 Sentence 0.312 0.222 0.282 0.222 0.495 0.153
EmoSentence 0.225 0.123 0.197 0.157 0.023 0.125

Pegasus-Dailymail 0.357/0.410 0.278/0.316 0.330/0.376 0.234/0.316 0.054/0.110 0.158/0.250
Pegasus-XSum 0.167/0.359 0.050/0.250 0.141/0.323 0.171/0.286 0.035/0.105 0.140/0.242
Pegasus-Reddit 0.255/0.410 0.130/0.315 0.208/0.376 0.214/0.313 0.053/0.109 0.156/0.248

BART-large-CNN/Dailymail 0.394/0.460 0.290/0.372 0.340/0.415 0.270/0.349 0.062/0.125 0.168/0.242
BART-large-XSum 0.194/0.296 0.074/0.217 0.163/0.280 0.187/0.320 0.040/0.129 0.140/0.248

(Abst) BertSumExtAbs-CNN/Dailymail 0.280 0.159 0.232 0.218 0.043 0.151
(Abst) BertSumExtAbs-XSum 0.133 0.017 0.107 0.144 0.016 0.106

(Ext) BertSumExt-CNN/Dailymail 0.345 0.230 0.294 0.247 0.055 0.155
PacSum 0.367 0.262 0.321 0.253 0.057 0.161

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
First Sentence 0.289 0.200 0.270 0.181 0.039 0.143

3 Sentence 0.354 0.283 0.332 0.230 0.062 0.165
EmoSentence 0.281 0.254 0.267 0.176 0.037 0.141

Pegasus-Dailymail 0.330/0.334 0.253/0.241 0.306/0.311 0.238/0.222 0.065/0.060 0.174/0.167
Pegasus-XSum 0.154/0.277 0.037/0.188 0.122/0.254 0.176/0.199 0.034/0.051 0.440/0.162
Pegasus-Reddit 0.253/0.344 0.117/0.254 0.202/0.303 0.223/0.201 0.061/0.542 0.160/0.155

BART-large-CNN/Dailymail 0.397/0.376 0.323/0.285 0.360/0.325 0.238/0.289 0.059/0.083 0.152/0.208
BART-large-XSum 0.206/0.322 0.083/0.227 0.173/0.296 0.202/0.287 0.041/0.088 0.150/0.240

(Abst) BertSumExtAbs-CNN/Dailymail 0.309 0.197 0.269 0.237 0.058 0.160
(Abst) BertSumExtAbs-XSum 0.134 0.015 0.108 0.146 0.017 0.118

(Ext) BertSumExt-CNN/Dailymail 0.351 0.255 0.314 0.239 0.056 0.160
PacSum 0.353 0.252 0.306 0.236 0.055 0.157

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
First Sentence 0.188 0.091 0.168 0.140 0.022 0.115

3 Sentence 0.281 0.192 0.250 0.193 0.035 0.134
EmoSentence 0.193 0.094 0.167 0.145 0.025 0.118

Pegasus-Dailymail 0.332/0.349 0.239/0.247 0.297/0.318 0.210/0.263 0.045/0.083 0.144/0.204
Pegasus-XSum 0.149/0.355 0.032/0.248 0.124/0.328 0.149/0.250 0.027/0.092 0.123/0.218
Pegasus-Reddit 0.248/0.350 0.135/0.252 0.210/0.317 0.184/0.263 0.040/0.088 0.136/0.210

BART-large-CNN/Dailymail 0.415/0.472 0.324/0.389 0.355/0.427 0.250/0.325 0.055/0.111 0.157/0.226
BART-large-XSum 0.196/0.296 0.081/0.227 0.169/0.283 0.173/0.282 0.032/0.101 0.134/0.226

(Abst) BertSumExtAbs-CNN/Dailymail 0.300 0.181 0.260 0.211 0.037 0.147
(Abst) BertSumExtAbs-XSum 0.161 0.026 0.123 0.155 0.013 0.121

(Ext) BertSumExt-CNN/Dailymail 0.331 0.227 0.280 0.220 0.042 0.137
PacSum 0.325 0.209 0.275 0.217 0.037 0.140

Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
First Sentence 0.163 0.076 0.144 0.135 0.015 0.112

3 Sentence 0.285 0.195 0.253 0.182 0.029 0.129
EmoSentence 0.167 0.075 0.147 0.132 0.017 0.111

Pegasus-Dailymail 0.290/0.304 0.188/0.202 0.252/0.270 0.176/0.182 0.027/0.026 0.126/0.134
Pegasus-XSum 0.189/0.276 0.081/0.182 0.173/0.260 0.159/0.244 0.012/0.058 0.127/0.198
Pegasus-Reddit 0.201/0.308 0.094/0.219 0.171/0.277 0.158/0.175 0.033/0.037 0.126/0.132

BART-large-CNN/Dailymail 0.323/0.341 0.229/0.240 0.282/0.301 0.211/0.273 0.036/0.077 0.140/0.193
BART-large-XSum 0.197/0.291 0.074/0.198 0.167/0.274 0.160/0.253 0.027/0.083 0.123/0.218

(Abst) BertSumExtAbs-CNN/Dailymail 0.313 0.207 0.284 0.202 0.035 0.151
(Abst) BertSumExtAbs-XSum 0.116 0.008 0.091 0.126 0.010 0.095

(Ext) BertSumExt-CNN/Dailymail 0.299 0.193 0.262 0.208 0.038 0.140
PacSum 0.311 0.214 0.261 0.217 0.036 0.142

Extractive Abstractive

Fear

Surprise

Sadness

Extractive Abstractive

Disgust

Extractive Abstractive

Extractive Abstractive

Table 7: (Continued) Results of baseline models on emotion-based trigger summarization.
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6.3 Results
The emotion detection performance is listed in Ta-
ble 5. The emotion-based summarization results
are presented in Table 6 and Table 7. Performance
of the models that are further fine-tuned on our
dataset is presented on the right of the slash. Re-
sults show that fine-tuning the Pegasus and BART
models on our dataset improves summarization per-
formance in terms of ROUGE. In conclusion, our
benchmark dataset is able to successfully address
the current task of Emotion-Trigger Summariza-
tion.

7 Future Work: Task-Guided
Pre-Training

In the future work, we aim to incorporate a
joint model that includes task-guided pre-training
on Emotion-Trigger Summarization. We notice
that the number of posts in the subreddit r/-
COVID19_support is very limited even without
length filtering. Therefore, for pre-training pur-
poses, we turn to r/COVID-19Positive9, a subreddit
where people who tested positive for COVID-19
share their experiences. We manually inspect the
subreddits related to COVID-19 and find that posts
on r/COVID-19Positive are most similar to those
on r/COVID19_support.
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Appendix A Data Curation Details

Here we detail the preprocessing procedure over
the source data. We preprocess the source data
using regular expressions. As the first step, we tok-
enize posts into individual words. Specifically, we
apply the following regular expressions in combi-
nation with the NLTK word_tokenize package to
tokenize posts into words:

re.sub("\s+"," ", post)
re.sub(r’(?<=[.,!?:])(?=[^\s])’, r’ ’,

post)
re.sub(r’\s([?.!,:"](?:\s|$))’, r’\1’,

post)
nltk.word_tokenize(post)

Then we exclude punctuation from the tokenized
posts and filter the posts that are 50-400 tokens long.
Finally, we mask web links by substituting them
into [url] tokens using the following regular ex-
pression:

replace(r’http\S+’, ’[url]’).str.strip()
replace(r’’’(?i)\b((?:https?://|www\d

{0,3}[.]|[a-z0-9.\-]+[.][a-z]{2,4}/)
(?:[^\s()<>]+|\(([^\s()<>]+|(\([^\s()
<>]+\)))*\))+(?:\(([^\s()<>]+|(\([^\
s()<>]+\)))*\)|[^\s‘!()
\[\]{};:’".,<>?«»“”‘’]))’’’, ’[url]’)
.str.strip()

Appendix B Annotation Details

B.1 Annotators’ Personality Surveys

We distribute two personality surveys to our an-
notators, namely the Ten-Item Personality Inven-
tory (TIPI) of the Big Five personality traits and
the Interpersonal Reactivity Index. Permission of
consent is endowed by the annotators. We have
collected the surveys from five major annotators on
our dataset. Results are listed in Table 8.

B.2 Annotation Instructions

Comprehensive instructions are provided to the an-
notators, as demonstrated in Figure B.9. Note that
the instruction page pops up as a modal before
every annotation, so as to remind the annotators
of the task framework. We also ask the annota-
tors to pay special attention to a few principles as
follows. For the emotion annotations, we ask an-
notators to follow the emotion guidelines on the
Six Seconds website10 and interpret anticipation
as (good or bad) expectancy (Plutchik, 1991). For
the trigger annotations, we instruct annotators to

10https://www.6seconds.org/2020/08/11/
plutchik-wheel-emotions/

annotate summaries containing triggers that lead
to the emotion instead of sentences expressing the
emotion itself.

The layout of our annotation task is shown in
Figure B.10.

B.3 Pre-Annotation Training
We pre-train the annotators before they annotate
our dataset. We set up a qualification task on the
Amazon Mechanical Turk. The qualification task
involves 3 posts, and annotators are required to
complete the qualification task. Through manually
examining the annotators’ work on the qualifica-
tion task and comparing the annotations to the gold
annotations we make, we filter high-quality annota-
tors and give them the access to our annotation task.
We also provide feedback to their annotations.

The turkers are paid a minimal wage of $10 per
hour. To ensure this goal is reached, we keep track
of their working time on the backstage and give out
bonuses accordingly when needed.

B.4 Annotation Revisions
During the process of the annotation on our dataset,
we regularly review the annotations and give feed-
back accordingly. When needed, we send the anno-
tations back to the annotator along with the original
post, and ask them to revise their work based on our
suggestions. Note that the annotator is responsible
for the revision of his own work only.

Appendix C Dataset Examples

An example of our dataset is shown in Figure C.11.
This example includes annotations from both an-
notators. Annotations for different emotions are in
distinct colors.

Appendix D Annotation Preprocessing

D.1 Extractive Trigger Overlap
To measure the overlap between extractive triggers
for the same emotion in a post, we first tokenize
the annotations into sentences. Even though anno-
tators are instructed to cut and paste the original
clauses/sentences in the post, there are some irreg-
ularities in the annotations that impede sentence
tokenizations. For example, annotators use vari-
ous special tokens including <sep>, \, and ...
to separate multiple extractive summaries of trig-
gers if they come from different places of the post.
In order to cleanly split the extractive summaries
into sentences and measure sentence-level overlap
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Interpersonal Reactivity Index Ten-Item Personality Inventory
Annotators Empathic Concern Perspective Taking Extraversion Agreeableness Conscientiousness Emotional Stability Openness to Experiences

A 24 16 11 9 11 8 8
B 17 20 9 8 11 10 12
C 21 19 4 10 12 5 10
D 24 28 10 13 14 14 7
E 3 0 3 2 2 2 2

Mean 17.8 16.6 7.4 8.4 10 7.8 7.8
SD 7.83326 9.2 3.2619 3.6111 4.1473 4.1183 3.3705

Table 8: Survey results.

between two annotators, we apply the following
regular expressions:
nltk.sent_tokenize(ext_trigger)
re.split(" / ", sent, flags=re.

IGNORECASE)
re.split("<sep>", sent, flags=re.

IGNORECASE)
re.split("\n\n", sent)
re.split("\n", sent)
re.sub(r’[^\w\s]’, ’’, sent)

Finally, we strip and lower the sentences.

D.2 Extractive Summaries of Trigger Position:
Preprocessing Details

To measure the position of the annotated extractive
summaries of trigger in the original post, we first
tokenize the annotations into individual sentences.
The following codes are used:
re.sub(r’(?<=[.,!?:])(?=[^\s])’, r" ",

ext_trigger)
nltk.sent_tokenize(ext_trigger)
re.split(" / ", sent, flags=re.

IGNORECASE)
re.split("<sep>", sent, flags=re.

IGNORECASE)
re.split("\n\n", sent)
re.split("\n", sent)
re.sub(r’[^\w\s]’, ’’, sent)

We also tokenize the posts into sentences in
lower case. We identify the original post sentence
containing the extractive trigger. In cases where the
extractive trigger sentence cannot be found in the
original post (for example, the annotator purpose-
fully ellipses an uninformative part in the middle
of the original sentence), we compute the Rouge-2
precision score of the extractive trigger sentence
to each sentence in the original post, and use the
post sentence with the highest score as the target
sentence.

Appendix E Model Hyperparameters

Here we provide the hyperparameters used in our
best models.
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Figure B.9: Annotation instructions (always shown before annotating).
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Figure B.10: The annotation task layout of an example hit.

21



Reddit Post

Hi everyone, I was exposed at work exactly a week ago -- we’ve had an outbreak that has sent us remote. I 

teach -- many of my students and some coworkers have tested positive. I live with a family member that I 

would prefer not to expose to the virus. I’ve been quarantined for the last week and I’ve tested at home, and 

was negative 5 days (around what was the mean day of symptom onset) after exposure. I’ve had COVID 

before, and I got sick around 5 days after COVID exposure the last time. I’m triple vaccinated now, too. I still 

feel like I’m just waiting for the shoe to drop. Every twinge in my back, sneeze, and throat tickle puts me on 

edge (I’m in New England so the air is insanely dry right now, both outside due to the bitter cold and inside due 

to heating). I know I’m not out of the possible incubation period, but I just feel like I can’t be so lucky as to 

have direct exposure and not get sick this time. Don’t get me wrong, I’m very grateful for the vaccine, but it 

feels like with so many breakthrough cases that I should just expect to get reinfected. I’ve read booster efficacy 

sits around 75%. I feel like that should be more reassuring than what my current state of mind has me feeling. I 

used to feel a sense of comfort, having been vaccinated and having "hybrid" immunity, etc., but this surge of 

Omicron has really crushed that feeling. I know it’s milder, which I’m happy about. It’s just that this moment 

we’re living through is incredibly unnerving. I’m essentially just venting and trying not to catastrophize. 

Thanks for reading.

Annotator 1

• Anticipation (Intensity: Anticipation)

→ Extractive: I know I’m not out of the possible 

incubation period, but I just feel like I can’t be so 

lucky as to have direct exposure and not get sick this 

time.

→ Abstractive: I expect that I definitely have COVID 

for a second time because I was directly exposed 

during an outbreak at work and I can’t be lucky 

enough to not get sick.

• Fear (Intensity: Fear)

→ Extractive: Every twinge in my back, sneeze, and 

throat tickle puts me on edge (I’m in New England so 

the air is insanely dry right now, both outside due to 

the bitter cold and inside due to heating).

→ Abstractive: I’m so afraid that I have COVID for a 

second time that every single one-off COVID-like 

symptom I have is putting me on edge.

• Sadness (Intensity: Sadness)

→ Extractive: I used to feel a sense of comfort, 

having been vaccinated and having "hybrid" 

immunity, etc., but this surge of Omicron has really 

crushed that feeling.

→ Abstractive: I’m sad that I don’t have any more 

comfort from being vaccinated because Omicron has 

totally wiped that out.

Annotator 2

• Anticipation (Intensity: Anticipation)

→ Extractive: I’m very grateful for the vaccine, but it 

feels like with so many breakthrough cases that I 

should just expect to get reinfected.

→ Abstractive: I expect that I can still catch COVID 

even though I am fully vaccinated.

• Fear (Intensity: Fear)

→ Extractive: I still feel like I’m just waiting for the 

shoe to drop. Every twinge in my back, sneeze, and 

throat tickle puts me on edge.

→ Abstractive: I am afraid that these minor issues 

could be COVID symptoms, knowing that there is 

still a chance that I could have it.

• Sadness (Intensity: Pensiveness)

→ Extractive: I’ve read booster efficacy sits around 

75%. I feel like that should be more reassuring than 

what my current state of mind has me feeling.

→ Abstractive: I can’t help but feel a bit blue 

knowing there is a chance, no matter how small, that 

I can still get COVID.

Figure C.11: Example of the dataset. The bracketed levels indicate the emotion intensities.
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